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CCyybbeerrmmeeddiiaa  CCeenntteerr,,  OOssaakkaa  UUnniivveerrssiittyy

• Supercomputing center at Osaka University
• has a responsibility of providing a powerful high-performance computing 

environment for university researchers across Japan as a national joint-
use facility.

CMC main building IT core as data center



OOCCTTOOPPUUSS  ssiinnccee  22001177
Ø OCTOPUS (Osaka university Cybermedia cenTer Over-Petascale Universal Supercomputer (Dec. 2017 ~ )

p Peak Performance 1.46 PetaFlops
p DLC Hybrid Supercomputer systems

Ø Development of new computing needs（“Reclamation”）
Support for computing demands and need in medical, dental and healthcare scientific areas
Expectation of DL, ML, and AI using supercomputing systems from academic research

The 32nd Workshop on Sustained Simulation 
Performance Toward Future HPC Technologies



SSQQUUIIDD ssiinnccee  MMaayy  22002211
• Cloud-linked High Performance Computing and High Performance 

Data Analysis Supercomputer System (Supercomputer for Quest to 
Unsolved Interdisciplinary Datascience)
• Peak Performance 16.591 PFlops

CPU nodes

GPU nodes

Vector nodes

Interconnect

ONION data aggregation  Infra.

S3-compatible Parallel File System 21.2PB

S3-compatible Object Storage 500TB

1520 nodes x peak perf. 5.837 TFlops 8.871 PFLOPS

42 nodes x peak perf. 161.836 TFlops 6.797 PFLOPS

36 nodes x peak perf. 25.611 TFlops 0.922 PFLOPS



MMyy  CCuurrrreenntt  RReesseeaarrcchh  MMoottiivvaattiioonn  
• To develop and provide a research platform where researchers and scientists 

can perform data-intensive research using our supercomputing systems (at 
the Cybermedia Center).
• because I am in charge of the administration and management of supercomputing 

systems as associate professor of the center.
• The research platform should be the environment that allows researchers and 

scientists to exchange large amount of scientific data and perform large-scale 
computation among collaborators in the world.
• I hope to provide a research platform that can improve research productivity of 

researchers who perform data intensive science using supercomputing systems.

How should we as a supercomputing center can support researchers who work on data-intensive science
in this globalized  research scene?



HHiissttoorryy  ooff oouurr  DDTTNN  pprroojjeecctt  wwiitthh  JJiimm  CChheenn//SSttaarrLLiigghhtt

• In PRAGMA, CENTRA, SEAIP, and GRP held around 2018 and 2019 (before 
COVID-19), we discussed about the possibility of research collaboration and 
Jim asked the possibility of setting up a DTN node at Osaka University.
• I guess, the trigger was for SCAsia Data Mover Challenge 2019.

• Jim shipped a DTN node to Osaka University and we connected the node to 
JGN 10G network thanks to NICT.

Intel® NUC 8 Mainstream-G mini PC with QNAP QNA-T310G1S 



HHiissttoorryy22  ooff oouurr  DDTTNN  pprroojjeecctt  wwiitthh    JJiimm  CChheenn//SSttaarrLLiigghhtt

• SC19 Experiment conducted between Osaka University and SC venue.
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RReessuulltt  ooff  ppeerrffoorrmmaannccee  mmeeaassuurreemmeenntt  iinn  SSCC1199
-- CCMMCC  ttoo  SSCC  vveennuuee  --

Memory to Memory NVMe to NVMe



MMoottiivvaattiioonn  ooff  aann  OOnn--TTiimmee  DDaattaa  TTrraannssffeerr  FFrraammeewwoorrkk  iinn  CCooooppeerraattiioonn  wwiitthh  SScchheedduulleerr  SSyysstteemm  

• Supercomputing systems are used in an “isolated” manner.
• Recent academic research is globalized and requires the aggregation of 

scientific knowledge and data for problem solving, meaning that data and 
computing results should be immediately exchanged and shared for 
collaboration.

• Most of supercomputing systems assume that the data to be used for 
computation are stored in the inside of supercomputing systems. 
• For example, scheduler system assumes that users submit job requests after 

storing their data on supercomputing systems.
• SC19 results was interesting!

3. Wait for a job to 
be dispatched

Job scheduler 

1. Store data

2. Submit job  request 

User 4

User 1

User 2

User 3

User 1 
Job

User 2 
Job

User 3
Job

4. Job 
execution

User 4 
Job



MMoottiivvaattiioonn  ooff  aann  OOnn--TTiimmee  DDaattaa  TTrraannssffeerr  FFrraammeewwoorrkk  iinn  CCooooppeerraattiioonn  wwiitthh  SScchheedduulleerr  SSyysstteemm  

• Waiting time makes data outdated.

node

time
Resource map 

Data must be stored 
in the HPC system. 

Users who want to use
the latest data

HPC system

Data set A

Waiting time 

Data set BSome users want to perform data analysis 
and computation using the latest data
generated in the outside of the system

Data source

job
job

job

job
job3 hour

Job start timeJob submit time

Some users want to use 
the data generated while they wait 

for job to be dispatched.

• Current system software in supercomputing 
systems assume that data are deployed in prior 
to computation.

The expectation to AI/ML  and IoT increases 
the necessity of data retrieval in cooperation with 
computation.



OOnn--TTiimmee  DDaattaa  TTrraannssffeerr  FFrraammeewwoorrkk  iinn  CCooooppeerraattiioonn  wwiitthh  SScchheedduulleerr  SSyysstteemm

HPC system

Compute resources

Resource map

SLURM

2. Job pinning function

admin. network

Compute nodes Data source

Data source

Data transfer node
(local)

network

Available BW

Reservation status of  data transfer

1. Data transfer scheduler

Monitoring NW throughput

Managing on-time data staging

• We have prototyped on-time data transfer framework so that data can 
be delivered just before job execution.
• keep utilization high and data fresh even when the job requesting the data 

transfer is submitted
• Data transfer scheduling function and job pinning function as on-time data 

staging module have been integrated into Slurm scheduler.



OOnn--TTiimmee  DDaattaa  TTrraannssffeerr  FFrraammeewwoorrkk  iinn  CCooooppeerraattiioonn  wwiitthh  SScchheedduulleerr  SSyysstteemm

HPC system

Compute resources

Resource map

SLURM

2. Job pinning function

admin. network

Compute nodes Data source

Data source

Data transfer node
(local)

network

Available BW

Reservation status of  data transfer

1. Data transfer scheduler

Monitoring NW throughput

Managing on-time data staging

• Current implementation simply compares the data amount to be transferred 
and available BW under the interaction of job pinning and data transfer 
scheduler.

1. Inquire data transfer is okay ? 2. Judge  ok or 
not

3. Pin the start time of job



EEvvaalluuaattiioonn

Emulated HPC system 
On Osaka University Northwestern University

Data transfer scheduler

Compute nodes
Data transfer node 

1 Gbps

Virtual environment

10 Gbps

Data transfer node 

Job scheduler SLURM

Investigate whether the data transfer is completed before job 
execution start as well as whether the proposed framework keep 
the utilization of computing resources 

Evaluation goal

Environment



EEvvaalluuaattiioonn  mmeetthhoodd
• Submit jobs assuming multiple users
• Compare the following criteria w/ and w/o the proposed 

framework by changing the job ratio.
1.Utilization of compute resources
2.Waiting time from submission until job execution start.

20 jobs
Submit a job every 2 

seconds
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EEvvaalluuaattiioonn  mmeetthhoodd



EEvvaalluuaattiioonn  RReessuulltt

• BSS(data staging before job submission): utilization is high, but waiting time increase with 
the increase of the job ratio

• ADS(data staging after dispatch): utilization decreases but wating time is short .
• Proposed framework keeps the utilization irrespective of job and waiting time is kept short.

Proposed framework

Ratio (%)
(b) Waiting time from data transfer completion to job execution time

Ratio (%)
(a) Utilization of compute resources



OONNIIOONN  aanndd  DDTTNN



SSQQUUIIDD ssiinnccee  MMaayy  22002211
• Cloud-linked High Performance Computing and High Performance 

Data Analysis Supercomputer System (Supercomputer for Quest to 
Unsolved Interdisciplinary Datascience)
• Peak Performance 16.591 PFlops

CPU nodes

GPU nodes

Vector nodes

Interconnect

ONION data aggregation  Infra.

S3-compatible Parallel File System 21.2PB

S3-compatible Object Storage 500TB

1520 nodes x peak perf. 5.837 TFlops 8.871 PFLOPS

42 nodes x peak perf. 161.836 TFlops 6.797 PFLOPS

36 nodes x peak perf. 25.611 TFlops 0.922 PFLOPS



Five Features in SQUID

WSSP34 @Tohoku University, Oct 24-25 19

Vector nodes, 36 nodes
AMD EPYC ROME, 128GB, Aurora 

TSUBASA type 20A

Frontend for HPC

Frontend for HPDA

GPU nodes 42nodes
(Intel Xeon Icelake, 256GB, 

NVIDIA A100)

General-purpose CPU nodes
1520 nodes

(Intel Xeon Icelake, 256GB）

+

HPC users
large-scale simulation
parameter studies

HPDA users
Machine Learning

AI-driven HPC
HPC-driven AI
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Large-scale high-
speed

Paralell file system
20+1 PB (HDD+SSD)

Cloud (Iaas) vendors
Offloading when highly overloaded

Early deployment of new processor

Cloud nodes 
∞?

Batch processing through the 
provision of HPC-specialized 

software stack

vm
vm

vm
vm

vm
vm

vm vm

Interactive processin through 
the provision of HPDA-

specialized software stack

Cloud (Storage) providers

ODINS

Data 
Aggregation 

Storage 500TB

Data aggregation from 
campus using ODINS 

Data sharing with oversea 
universities and institutions 

using cloud storage 

Data Aggregation Infra.
ONION

+

vm

Secure Frontend node
Users respecting security

DeepLearning
Machine Learning

Secure Staging function 4th S2DHシンポジウム - 2021.03.05 -

Feat. 2. Cloud-
interlinked/synergized

Feat. 1. HPC・HPDA integration

Feat. 3. Secure computing environment
Submitted jobs are executed 
on an isolated environment.

Feat. 4. Data aggregation env.

Feat. 5. Tailor-made computing

ONION, data aggregation infrastructure
• Osaka university Next-generation Infrastructure for Open 

research and open innovatioN

• Data aggregation infrastructure that not only enables the 
sustainable handling of ”super big data” generated in Osaka 
University in a responsible manner while ensuring the 
sustainability of such data into the future but also facilitates 
utilization of research data for “co-creation between 
academia and industries” and  “international research 
collaboration”.

• introduce as PoC (Proof-of Concept) implementation in the 
procurement of SQUID on a trial basis.

(1)The primary purpose of procurement is supercomputing 
system, not for data storage.

(2) Our designed ONION might not be useful and thus not be 
used.



Overseas Research Institutions 

Cybermedia Center

Research centers
and department in campus

Archive storage

High-speed storage

Data aggregation gateway

Sensor agent

Backup agents

Cloud storage service

Web Access
Desktop Sync Cloud Tiering

Sensor Data Backup

Object and Software 
Defined Storage 

High Performance 
Parallel Storage

OOvveerrvviieeww  ooff  OONNIIOONN 3 storage solutions are seamlessly combined in a synergic manner

Automatic aggregation of 
data from scientific measurement 
devices 

Automatic aggregation of 
Data from IoTsensors

Data sharing 
with overseas research institutions

Link External storage 
to ONION

Data manipulation 
through intuitive Web UI

20



IoT sensors

https

Online Storage
NextCloud

Parallel File System
EXAScaler

Object Storage
HyperStore

Data aggregation infra.
ONION

NFS

S3

S3

S3

Web
DAV

CIFS S30compatible
cloud storage

S3

WebDav-compatible
Cloud Storage

Web
Dav

S3-compatible
Cloud storage

Scientific devices
on campus

NFS

S3

S3-compatible Storage
@ University of A

S3
SQUID user

Non-SQUID user

https

S3
S3

IInntteerrnnaall  ssttrruuccttuurree  ooff  OONNIIOONN
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DTN- ONION On Campus (towards Science DMG)

100GbE

100GbE

100GbE

100GbE

100GbE

400GbE

DTN

DTN

DTN

DTN

DTN

DTNs COMPUTEs

FW

LB

Site A

Site B

Site C

Site D

Site E CMC

Closed NW
ODINS
(campus network)

SINET

We are planning to deploy DTN and high-speed
Network onto ONION, data infrastructure 
on Osaka University.

Large amount of data from scientific 
measurement facilities and devices can
be shared on campus.



SSuummmmaarryy

• We enjoyed DTN performance for on-time data transfer in 
cooperation with scheduler system. 
• Also, based on my experience and expectation to DTN, I 

personally feel that our supercomputing systems can be 
changed by leveraging DTN so that our systems can 
accommodate the requirements and needs from researchers 
who work on academic research through the global 
collaboration.


