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Next Generation Distributed Environment 

For Global Science



NSF’s Cyberinfrastructure Framework for the 21st

Century (CIF21)

• “Across the full range of NSF--‐supported fields increasingly 

sophisticated instrumentation and expanded computational 

resources are opening new windows onto phenomena from the 

universe to the human brain, from the largest scales to the 

smallest. Across all domains, data play the key role in a profound 

transformation of the culture and conduct of science and society.

• This Revolution Will Transform Research, Practice, And Education 

In Science and Engineering As Well As Advance Innovation In 

Society

• This vision of the near future shows clearly the urgent need for a 

comprehensive, scalable, cyberinfrastructure that bridges diverse 

scientific communities and integrates high--‐performance 

computing, data, software, and facilities in a manner that brings 

theoretical, computational, experimental, and observational 

approaches together to advance the frontier.”



Global Collaborative Research 

Communities

• Science Is Global

• Open Information Sharing, A Cornerstone of The Science Process 

Is A Key Motivation For This Forum

• Concepts, Experiments, Instruments, Methods, Techniques, Data, 

Technologies And Results Are Openly Communicated and Shared 

Among Collaborative Science Communities World-Wide

• The Global Research Platform Is An International Collaborative 

Partnership Creating A Distributed Environment for International 

Data Intensive Science

• The GRP Facilitates High Performance Data Gathering, Analytics, 

Transport (100 Gbps-Tbps E2E), Computing, And Storage

• www.theglobalresearchplatform.net



Note On Science

• Although Not A Perfect Path To Knowledge, Science Is The Best 

Path, A Tradition Of Continuous Curiosity, Questioning, Openess

• In A Crisis, Society Depends On Science As A Source Of Truth, As 

A Source Of Solutions

• However, Fundamental Science Pursues Knowledge For Its Own 

Sake, Not A Mere Utilitarian Tool

• Fundamental Science Has A Long Term vs Short Term Horizon

• “The Really Profound Changes In Human Life All Have Their 

Ultimate Origins In Knowledge Pursued For Its Own Sake” Alfred 

North Whitehead, Mathematician, Logician, Philosopher

• The Four Pillars Of Science Motivate Advanced 

Cyberinfrastructure:

– Theory

– Experimentation

– Modeling/Simulation

– Data Analytics



Cyberinfrastructure Ecosystem Design and 

Implementation
• Projection/Definition of Future Requirements, Architecture, 

Services, Techniques, Technologies, Processes Described In

Cyberinfrastructure “Blueprints”

• Addressing Cambrian Explosion Of Requirements and Innovations

• Techniques and Technologies Emerge from Multiple Sources

a Academic Research

b Commercial Technology Research

c Government Labs

d Utilitarian Imperatives (e.g., Commercial Clouds)

e Specialized Requirements  and Ecosystems

• Challenge Of Selecting Themes And Topics

• Macro-Trend: “Software Eating The World” - Software Defined 

Everything

• Multiple Software Building Blocks For Data-Intensive Science 

(Modules/Components) Are Emerging: Including Those Highlighted 

In This Workshop





Instruments: Exebytes Of Data

KSTAR Korea Superconducting Tokamak

High Luminosity LHC

Bioinformatics/Genomics

SKA Australia Telescope Facility Vera Rubin Observatory

Next Gen Advanced Photon Source



Theme 1: Large Scale Global Science

• Science Domains Create Cyberinfrastructure 

Ecosystems, Some Distributed World Wide, Some 

Devoted To Domains, Some Shared Among Domains

• Minimal Opportunities For Information Sharing On 

Cyberinfrastructure Architecture, Implementation, 

Technologies and Operations Among Projects

• Such Opportunities Are Especially Useful For Cross 

Disciplinary Research

• Example Ecosystem: HEP - LHC







New=> DUNE/ProtoDUNE – Deep Underground Nutrino Experiment



Theme 2: Next Generation Research 

Platforms

• “a comprehensive, scalable, cyberinfrastructure that bridges 

diverse scientific communities and integrates high--

‐performance computing, data, software, and facilities in a 

manner that brings theoretical, computational, experimental, 

and observational approaches together to advance the 

frontier”

• Large Scale Science DMZs

• Super Facilities

• National Research Platforms

• Continental Research Platforms



Theme 3: Orchestration Among Multiple 

Domains

• Instrumentation and Analytic, Storage Resources Are 

Highly Distributed Among Multiple Domains 

Interconnected With High Performance Networks

• A Key Issues Is Discovering Resources, Claiming Them, 

Integrating Them, Utilizing Them and Releasing Them

• Increasingly, New Software Defined Infrastructure 

Architecture, Services, Techniques And Technologies 

Are Addressing These Issues



Theme 4: Large-Scale High Capacity Data 

WAN Transport

• Large-Scale High Capacity Data WAN Transport Has 

Always Been And Remains A Major Challenge, 

Especially Over Global Paths

• This Issue Is Emphasized By A Next Generation Of 

Instrumentation That Will Generate Exponentially Large 

Volumes Of Data That Has To Be Distributed Across the 

Globe

• Often, This Issue Is Considered Reductively Only In 

Terms Of Network Capacity

• However, Actually It Is More An E2E Issue, Especially 

Given Advances In Core Optical Networking 

Technologies



Theme 5: High-Fidelity Data Flow Monitoring, 

Visualization, Analytics, Diagnostic Algorithms, Event 

Correlation AI/ML/DL 

• A Major Opportunity For Data Transport Optimization Is 

Being Provided By New Methods For Directly Detecting 

And Analyzing All Data Flows And Their Characteristics

• Because These Techniques Enable High-Fidelity Views 

Of All Flows, Real Time, Dynamic Traffic Engineering Is 

Possible With Much More Sophistication Than 

Traditional Approaches

• These Techniques Can Be Significant Enhanced Using 

AI/ML/DL, Which (Although Still Emerging) Are 

Becoming Critically Important Tools In The Near Term



Theme 6: International Testbeds for Data-

Intensive Science

• Given The Challenging Requirements Of Anticipated 

Large Scale Science Projects Along With Accelerated 

Rates Of Ongoing Innovation, International Testbeds 

Are Required for Pre-Production Investigations And 

Prototyping Of New Technologies And Techniques 

Specifically Related To Data Intensive Science

• Such Global Experimental Research Testbeds Exist 

Today, And They Are Being Developed With Enhanced 

Capacities, Sites, And Capabilities 



Source: Linden Mercer

400 Gbps, 800 Gbps, 1.2 Tbps Paths



CERN: Network Optimized for the Transport of Experimental Data (NOTED)



Supercomputing Asia DMC International Testbed









Ilya Baldine PI, RENCI: FABRIC

Core = 3*400 Gbps





Annual Global Research Platform Workshop – Co-Located With

IEEE International Conference On eScience  Oct 9-10 
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