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2022-23 Transition Updates

● Leadership
○ Dr. Jennifer Schopf left IU Fall 2022
○ Jim Williams leading team transition

● TransPAC & NEA3R remain at IU 

 



TransPAC History
15+ year history

Cooperative partnership among Indiana University, APAN, TEIN*CC, 
JGN-x/NICT-Japan, NII-Japan, CERNET, and others

● 30Gbps deployed between US and Asia
● 10Gbps LA-Tokyo funded by NSF
● 10Gbps Tokyo-LA funded by NICT
● 10Gbps LA-Beijing funded by CERNET+NSF



TransPAC Today 
● TransPAC-PacWave 100G Seattle-Tokyo
● Guam-Singapore Circuit Consortium 100G up 

and running since January 2022
○ SingAREN to GOREX (Singapore to Guam) 
○ Consortium includes AARNet, I2, IN@IU, 

ARENA-PAC, PNWGP, U Hawaii, SingaREN
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TransPAC: Looking to the future
● Working with TransPAC partners to determine the timeline for 400G 

upgrade
● Support for international science collaborations and experiments

○  SCAsia, DMC, SC23 
● One-on-one direct work with applications to support international<>US  

collaboration
● TestBed support with FAB/FABRIC
● Science support for applications

○ LHCONE Network Service Provider (NSP)
○ General end-to-end performance assistance

● Network research 
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● Create US Consortium of Exchange Point and Link Operators to Improve Coordination of 
Activities in the Domestic US 

○ GXPs may operate differently but we can all work together!
● Provide for efficient use of resources for trans US traffic, including:

○ Leverage common cores for routing production traffic to minimize operating 
costs

○ Provide dedicated links for experimental and meeting specific use (SC)
● Support research testbeds (e.g. FABRIC, BRIDGES)
● Encourage consistent set of operating principles and software features, including:

○ AutoGOLE/SENSE 
○ P4 and related instrumentation
○ Performance Assurance Services (PAS) test infrastructure
○ Measurement, monitoring, and reporting applications

AP-REX 2.0 
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AP-REX 2.0- Connecting GXPs in the US together

Partners 
● Internet2
● PacWave
● AMPATH / FIU
● CANARIE
● IU International
● MOXY
● StarLight 

International / 
National 
Communications 
Networks Exchange 
Facility



ANA- Collaboration to Support 
Science

Advanced North Atlantic (ANA) 

• Collaboration between CANARIE, Energy 
Sciences Network (ESnet), Internet2, GÉANT, 
NORDUnet,SURFnet, NEA3R for connectivity 
between North America and Europe





APOnet Project Activities

1. Supporting highly available connectivity 
○ Build multiple paths between R&E networks 

2. Backup traffic
○ “Official” backup paths being identified

3. Cooperation and coordination
○ Engineering- Monthly
○ Policy - Every 8 weeks

4. Network research and services
○ Explore and cooperatively deploy, emerging networking 

technologies/services



Project Activities 

5. Application development and support
○ Experimentation with high bw demand apps
○ Troubleshooting end-to-end connectivity

6. External experiment support
○ Access for pragmatic experiments

7. Preferred route identification and resolution

○ Joint with Routing Working Group

8. Sharing of measurement data

○ http://aponet.netsage.global 

http://aponet.netsage.global


How can we improve research support? 

• Improved collaboration with international partners 
and international research exhibitions 

• Understanding who’s using our network
• Working together to identify and improve slow 

rates of transfer
• Looking at data transfer patterns to understand 

use cases



Monitoring Using NetSage
● NetSage advanced measurement services for R&E data traffic

○ Better understanding of current traffic patterns across 
instrumented circuits

○ Better understanding of large flow sources/sinks
○ Performance information for data transfers

● Original Collaboration between Indiana, LBNL, and U Hawaii
● Originally funded by the NSF international program, software 

is now being deployed domestically as well
● International networks dashboards: 

http://portal.netsage.global 
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http://portal.netsage.global


APOnet Netsage

https://aponet.netsage.global


Using Netsage to answer questions 



Flows by Country : 
Singapore
(Last 7 Days) 



Flow by Organization : SingAREN 
(Last 7 days) 



Individual Flows



SC22 : Dallas 

Trans-Pacific - APOnet SC22 Network Research Exhibitions (NRE)
● SC22 NRE 013 - GNA-G AutoGOLE/SENSE: End-to-End Network Services 

and Workflow Integration 

● SC22 NRE 019 - Caltech Global Petascale to Exascale Workflows for Data 

Intensive Science Accelerated by Next Generation Programmable 

Network Architectures and ML Applications

● SC22 NRE 022 - NICT Uncompressed 8K video processing on 

edge-computing 

● SC22 NRE 023 - NICT Full 400Gbps E2E DATA/VIDEO transfer across the 

Trans-Pacific



SC22: APOnet coordination of 600 gbps 
over the Pacific to support 6 demos from 

NICT 



SC23

● Focus on more demonstrations from the international 
community 

● SCinet Research Exposition 
○ Allows researchers who do not have the resources for their own 

booth to showcase their experiments 

Preliminary Submissions: 

June 2, 2023 

Contact nre-leads@scinet.supercomputing.org for more info

mailto:nre-leads@scinet.supercomputing.org


Routing Working Group

• 170 members, over 20 countries, over 80 institutions 
• Find and resolve anomalous routes

• Asymmetric Routing 
• R&E data using a commodity route 
• Data taking an inefficient route affecting 

performance
• Routing loops preventing access

• 18 cases investigated to date
• 15 solved cases
• 2 on hold due to pending links 



GNA-G / APAN Routing Working Group

Email the Chairs!

meadeb@iu.edu

addlema@iu.edu

warrick.mitchell@aarnet.edu.au

Join the routing working group! 

Mailing list routing-wg@gna-g.net  

Slack

• APAN Slack Instance, Channel: 
Routing

Web

• https://www.gna-g.net/join-working
-group/gna-g-routing-wg/  

Contact any of the co-chairs for more 
information!

mailto:meadeb@iu.edu
mailto:addlema@iu.edu
mailto:routing-wg@gna-g.net
https://www.gna-g.net/join-working-group/gna-g-routing-wg/
https://www.gna-g.net/join-working-group/gna-g-routing-wg/


Do you or your colleagues know of any US 
science collaborations sending “big data”? or 
have engineering issues? 

Contact International Networks at Indiana 
University 

meadeb@iu.edu 

mailto:meadeb@iu.edu


Thank You APOnet Partners!


